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ABSTRACT

We present our cosmic shear analysis of GEMS, one of thedtvgéde-field surveys ever
undertaken by the Hubble Space Telescope. Imaged with therseéd Camera for Surveys
(ACS), GEMS spans 795 square arcmin in the Chandra Deep &@ith. We detect weak
lensing by large-scale structure in high resolution F606¥BMS data from~ 60 resolved
galaxies per square arcminute. We measure the two-poiat sberelation function, the top-
hat shear variance and the shear power spectrum, perfoemi&¢B mode decompaosition for
each statistic. We show that we are not limited by systen@atiors and use our results to
place joint constraints on the matter density param@tgrand the amplitude of the matter
power spectrunas. We findog(2,,/0.3)%6% = 0.68 4- 0.12 where thel o error includes both
our uncertainty on the median redshift of the survey and §ampariance.

Removing image and point spread function (PSF) distortimasrucial to all weak lens-
ing analyses. We therefore include a thorough discussidhedegree of ACS PSF distortion
and anisotropy which we characterise directly from GEM%d&bnsecutively imaged over
20 days, GEMS data also allows us to investigate PSF in#jader time. We find that, even
in the relatively short GEMS observing period, the ACS PSiptadity varies at the level of
a few percent which we account for with a semi-time depenB&#t model. Our correction
for the temporal and spatial variability of the PSF is showbe successful through a series
of diagnostic tests.

arXiv:astro-ph/0
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1 INTRODUCTION has the power to constrain fundamental cosmological paeme
such as the matter density paramefky, and the amplitude of
the matter power spectrums (Maoli et al.|2001; Rhodes etlal.
2001; Van Waerbeke etlal. 2001; Hoekstra &t al. 2D02: Bacah et
2003; | Jarvis et al._ 2003; Brown et al. 2D03; Hamanalet al.|2003
Massey et al. 2004; Rhodes eflal. 2004; Van Waerbekelet &)200
but also has the potential to test and constrain quintesserad-

els parameterised by the equation of state of the dark enefgy
(Refregier et dll_ 2004). Cosmological parameter congsé&iom

* heymans@mpia.de weak lensing analysis are fully complimentary to those fiars-

Weak gravitational lensing is a unique probe of the dark mat-
ter distribution at redshiftsz < 1 where, within the cur-
rently favouredACDM cosmological paradigm, dark energy be-
gins to play an important role in the evolution and growth of
the power spectrum of matter fluctuations. It therefore mdy o
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mic microwave background (CMB) experiments as parameter de
generacies are almost orthogonal in many cases (Brownz9Gib,
Contaldi et all 2003; Tereno etial. 2004). Alone, measurésnein
the CMB anisotropy at ~ 1000 are unable to constrain(z) but
combined with future wide-field weak lensing surveys, pogdiy
focused on selected galaxy clusters (Jain & Taylor 2008) gtial

of determiningw(z) will certainly become attainable.

Lensing by large-scale structure distorts images of back-
ground galaxies, inducing weak correlations in the obskslkp-
ticties of galaxies, termed ‘cosmic shear’. The amplitudd an-
gular dependence of these correlations are related to thémear
matter power spectrun®s(¢) and the geometry of the Universe.
If we first assume that the minute weak lensing shear distusti
can be measured in the absence of any systematic erroiggaris
for example from telescope and detector based distorttbeser-
ror on any weak lensing analysis then has four main sourbes: s
noise from the intrinsic ellipticity distribution of galées, sam-
pling (cosmic) variance, uncertainty in the galaxy redstistri-
bution and uncertainty in intrinsic correlations that maysebe-
tween nearby galaxy pairs. Shot noise can be minimised lwggur
ing large areas of sky and/or by increasing the number deasit
resolved galaxies in the weak lensing analysis. Samplingwvee
can be minimised by imaging many different lines of sightttwi
spectroscopic or photometric redshift information theagglred-
shift distribution can be accurately estimated (Brown EP803;
Van Waerbeke et Al. 2004). Redshift information also alldars
the removal of intrinsic correlationd_(King & Schneider_200

of any analysis depends critically on the correction fotrummen-
tal distortions, which are several magnitudes larger ttnun-
derlying gravitational shear distortions that we wish ttedé The
strongest distortion results from a convolution of the imagth
the point spread function (PSF) of the telescope and carkera.
the detection of cosmic shear at the level of only a few pertka
PSF distortion needs to be understood and controlled to em ac
racy of better than one percent. For space-based weak destsid-
ies [Hoekstra et al. 1998: Rhodes et al. 2000, 2001; Refreti.
2002:IHammerle et al. 2002; Casertano ¢ al. 2003; Rhodds et
2004; | Miralles et 2ll_2003), the limited number of stars iclea
camera field of view provides insufficient coverage to mapRB8€&
anisotropy. This has made it necessary to assume long-t&fn P
stability, often using PSF models derived from archivedgesof
globular clusters or from Tiny Tirr_(Krist 2000) thereby ardlly
limiting the accuracy of the correction for PSF distortiolmscon-
trast to previous space-based lensing studies we are roadfdo
assume long-term PSF stability as the GEMS PSF can be charac-
terised directly from the wide-area data where all but tloeeof
the sixty-three ACS images were observed in the space of ¥ da
Hence we need only assume short term PSF stability, whicleste t
in SectionZ]l. A detailed investigation into the GEMS ACSPS
will be presented in Jahnke et al. (in prep) with a view to many
different astronomical applications.

This paper is organised as follows. In Secfibn 2 we summarise
the basic theory that underpins cosmic shear studies anewev
the particulars of our analysis. We discuss, in Sedfion &,at+

Hevmans & Heavehs 2003; Hevmans et al. 2004). This effect has servations and data reduction, paying specific attentigotential

however been shown to be a small contaminant to the weakgnsi
signal measured from deep surveys (median redshift- 1.0), at
the level of less than a few percent of the shear correlaigmas
(Heymans et al. 2004). The next generation of weak lensimng su
veys aim to obtain precision results, minimising these cesiof
error by surveying of the order of a hundred square degretbsag
companying photometric redshift information. These gobbased
surveys are however subject to atmospheric seeing whiskethe
weak lensing shear information from all galaxies smallantthe
size of the seeing disk. This, in effect, limits the maximuepth of
ground-based weak lensing surveys and hence the seysitvit-
ing to proposals for future deep wide-field space-basedrefse
tions [Rhodes et &l. 2004). With space-based data the nuieber
sity of resolved galaxies, in comparison to ground-basadiss,

is multiplied two-fold and more. Resolving images of mors-di
tant galaxies will permit high resolution maps of the darkttera
distribution [Massey et &l. 2004) and will yield significhrtiigher
signal-to-noise constraints on cosmological parametecsinpar-
ison to constraints obtained from the same survey area afiagse
limited ground-based survey (Brown et al. in prep).

With the installation of the Advanced Camera for Surveys
(ACS) on the Hubble Space Telescope (HST), relatively iiele-
space-based weak lensing studies are feasible and in ther pa
we present the detection of weak gravitational lensing logela
scale structure in GEMS; the Galaxy Evolution from Morplgylo
and Spectral energy distributions survey (see Rixlet al4 200an
overview). Spanning95 square arcmin, GEMS is currently the
largest space-based colour mosaic. With a high number tglesfsi
resolved sources and spectroscopic and/or photometsbifesifor
~ 8000 of our sources from the COMBO-17 survey_(Wolf et al.
2004) and the VVDS (Le Fevre etial. 2004), we can beat down sho
noise and obtain a good estimate of the galaxy redshiftiliigion.

sources of image distortions. We focus on characterisimgcan
recting for the temporally and spatially varying domina@Hdis-
tortion in Sectiorf¥ and compare, in Sectidn 5, galaxy shesa-m
sured from the two GEMS passbands; F606W and F850LP. In Sec-
tion[d we estimate the redshift distribution of the GEMS syrv
from COMBO-17 and VVDS redshift catalogues. Our statigtica
analysis is detailed in Sectifh 7 where we measure the sbear c
relation function, the top-hat shear variance statistit e shear
power spectrum performing many diagnostic tests for syatiem
errors. These results are used to place joint constraints,pand

os in SectiorB. We conclude in Sectibh 9 with a comparison to re-
sults from other space-based and ground-based cosmicatedar
yses.

2 METHOD

The theory of weak gravitational lensing by large structdetailed
in Bartelmann & Schneidel (2001), directly relates the finear
matter power spectrun®s to the observable weak lensing (com-
plex) shear fieldy = ~+1 + iy2 characterised through the shear
(convergence) power spectruf,

w> ,
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wherew is the comoving radial distance(w) is the dimension-
less scale factoiHl, is the Hubble paramete®),,, the matter den-
sity parameter ang(w) is a weighting function locating the lensed
sources,

gw) = / ! gy

g°(w)
2(w)

P.(¢) ()

fr(w' —w)

Fr(@) @)

The error sources discussed above have not included system-where¢(w(z))dw is the observed number of galaxiesdw and

atic errors, but in reality for all weak lensing surveys tleewmacy

wy is the horizon distance (Schneider €t al. 1998). Note inghis



per we will assume a flat Universe with zero curvature wheee th
comoving angular diameter distanfg (w) = w.

In this paper we measure directly the shear power spectrum
P, the shear correlation functigr (8)~(6 + Af)) which we split
into a tangential component

Gredo = 1= [ aeeRA6) oen) + 1 o0) ©
and a radial component
(raedo = g [ ACEPAE) o(e0) — (e0), @

and the top-hat shear variangde/|?)s measured in a circle of an-
gular radiug)

1
2762
Note J; is thei*" order Bessel function of the first kind.

In order to exploit the straightforward physics of weak lens
ing, one requires an estimate of the gravitational sheagréxpced
by each galaxy. Kaiser etlal. (1995), Luppino & Kgiser (1980l
Hoekstra et al1(1998) (KSB+) prescribe a method to invertefi
fects of the PSF smearing and shearing, recovering an w@thias
shear estimator uncontaminated by the systematic distodf
the PSF. Objects are parameterised according to their vegigh
guadrupole moments

[ dow(0)1(9) 6.9,
Y Jaeow(e)1()

wherel is the surface brightness of the objetts the angular dis-
tance from the object centre afd is a Gaussian weight function
of scale lengthry, wherer, is some measurement of galaxy size,
for example the half light radius. For a perfect ellipse,weéghted
guadrupole moments are related to the weighted elliptjzdinam-

eterse, by
_ 1 Q11 — Q22
Q11 + Q22 2Q12 ’

Kaiser et al.[(1995) show that if the PSF distortion can berilesd
as a small but highly anisotropic distortion convolved vatlarge
circularly symmetric Gaussian, then the ellipticity of aFP&or-
rected galaxy is given by

4
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wherep is a vector that measures the PSF anisotropy, &fit

is the smear polarisability tensor givenlin_Hoekstra etiH998).
p(0) can be estimated from images of stellar objects at pos#tion
by noting that a star, denoted throughout this paper Witmaged
in the absence of PSF distortions has zero ellipticity:>* = 0.
Hence,
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KSB+ technique, deferring our analysis with different teicfues to
a future paper.

The isotropic effect of the PSF is to convolve galaxy images
with a circular kernel. This makes objects appear roundesieg
shear information for galaxies smaller than the kernel, sidgch
have to be removed from the galaxy shear sample. For therlarge
galaxies, this resolution effect can be accounted for byyappthe
pre-seeing shear polarisability tensor correcfith as proposed by
Luppino & Kaiser (1997), such that

cor
Ea

(10)

wheree? is the true source ellipticity ang is the pre-seeing gravi-
tational sheal. Luppino & Kaiger (1997) show that

P, = P = P (P PR

Ez + Pzﬁfyﬁ.

(11)

whereP*! is the shear polarisability tensor giverl in Hoekstra bt al.
(1998) andP=™* and P*"* are the stellar smear and shear polaris-
ability tensors respectively. This relation is only stgidrue when
all values are measured from the PSF de-convolved imagehwhic
is difficult to create in practiceP” is therefore calculated from the
PSF distorted images which produces very noisy measuresment

Combining the PSF correction, equati@h (8), and Hiesee-
ing correction, the final KSB+ shear estimafois given by

SIM

~ -1 bs
Ya = (P’y)aﬁ [E% s — Pﬁ,up/i] .
When averaging over many galaxies, assuming a randomixistri

tion of intrinsic galaxy ellipticities{e*) = 0, and hencd4) = ~,
providing a good estimate for the gravitational shear.

(12)

3 THE GEMSDATA

The GEMS surveyl(Rix et al. 2004) spans an area (8’ x 28’
centred on the Chandra Deep Field South (CDFS), combinibg 12
orbits of ACS/HST time with supplementary data from the GG8D
project (Giavalisco et al. 2004). 78 ACS tiles have been iddg
F606W and 77 ACS tiles in F850LP, where the point souice
detection limits reaclmegos = 28.3 andmsgso = 27.1. In this sec-
tion we review the data set, discuss the potential for bidgisimthe
source catalogues and highlight possible sources of imesger-d
tion, in addition to the strong anisotropic PSF distortionish is
characterised and corrected for in Secfibn 4. A detailedwautcof
the full GEMS data reduction method will be presented by €ald
well et al. (in prep).

The ACS wide-field camera has a field-of-view3.4 x 3.4
arcmin comprising twol096 x 2048 CCD chips of pixel scale
0.05 arcsecli(Ford et 8l. 2003). GEMS observes, in sequence, three
separate exposures per ACS tile dithered~by3 arcsec, where
the observation strategy has been designed in such a waytso as
bridge the inter-chip gap and provide sub-pixel oversangpbf
pixel scalen.03 arcsec in the final co-added image {000 x 7000
pixels). GOODS have employed a different observing stsatesr
ing only two separate dithered exposures. In order to optrttie

For space-based imaging, where PSFs deviate strongly from asurvey for Supernova searchizs (Riess ket al.|2004) the GO@aS a

Gaussian, this PSF correction is mathematically poorlyneeffi
(Kaisern 2000) such that it is important to calculate the P&fec-
tion vectorp not only as a function of galaxy positigh but also
as a function of galaxy size, (Hoekstra et al. 1998). This rather
unsatisfactory situation has prompted the developmentteina-
tive methodsl(Rhodes etial. 2000; Kaiser 2000; Bernsteinrfisla
2002; Refregier & Bacon 2008; Massey & Refregier 2004) but fo
the purpose of this paper we will focus on the most commonégus

is re-imaged in 5 different epochs, but to obtain similarttiep

to the GEMS data and minimise the effects of PSF time varia-
tion, we co-add only the exposures from the first epoch of ob-
servations. This however leaves us with a slightly shaltopen-

tral region in the F606W GEMS mosaic which can be seen from
the median magnitude of each data setpys(GEMS) = 25.6,
meos (GOODS) = 25.1. We note that the 2 exposure GOODS
dithering pattern will result in a poorer cosmic ray rejentin the
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GOODS area of the GEMS mosaic, and will impact somewhat on rors there is also the potential for centroid bias (Kalse®(R0

the PSF.

Images from the ACS suffer from strong geometric distogion
as a result of the off-axis location of the camera within H&Tad-
dition, the HST optical assembly and the ACS mirrors alsaasd
distortions| Meurer et al. (2003) accurately calibrate mwodlel this
distortion from dithered images of star clusters. With thizdel all
tiles are drizzled onto a celestial pixel grid using a versid the
multidrizzle softwarel(Koekemoer etlal. 2003), where theoas-
etry of each GEMS tile is tied to the overall catalogue frora th
ground-based COMBO-1R band imagel(Wolf et al. 2004). Av-
eraging our final PSF corrected shear catalogues as a fomaftio
ACS chip position, we find no evidence for any residual geoimet
distortions remaining in our final multi-drizzled images.

A second order geometric distortion arises from the efféct o
velocity aberrationl(Cox & Gillilard _2002). The HST guidea o
nearby stars peripheral to the ACS field of view, making sicat
rections to keep the primary target on a fixed pixel. It carmat-
ever correct for the isotropic plate-scale breathing wiiécbf the
order~ 0.001% over an orbit. These small changes in pixel scale
are allowed for and corrected by our version of multidrizzieo-
vided the individual exposures are on the same scale. \ariaf
scale during each observation would result in a slight bigrof
the co-added images that increases radially from the ceBEMS
ACS tiles, observed over 1/7 of the orbit, suffer from pixehle
variation that is, at maximum, a difference @004 arcsec corner
to corner. Our results later show no significant variatioraver-
age galaxy shear as a function of chip position and we hente co
clude that this effect is not significant within our measueairac-
curacy. In future data reductions of GEMS we will include &oee
ity aberration correction to the pixel scale using an updis&sion
of multi-drizzle.

We use theSExtractorsoftware i(Bertin & Arnouis 1996) to
detect sources on both the F606W and F850LP imaging data, wit
the two-step approach described_in Rix etlal. (2004). Intsltuis
method of combining twdSExtractor catalogues, one measured
with high signal-to-noise detection thresholding, and we&asured
with low signal-to-noise detection thresholding, allowsto find
the best compromise between detecting faint galaxies wfttie-
blending bright nearby galaxies into many different congous.
We also use&SExtractorto determine the weak variation of the sky
background across the tile, which is then subtracted fofaitew-
ing KSB+ analysis. We define galaxy sizgas the half light radius
measured bExtractor(f | ux_r adi us)! and calculate weighted
ellipticity parameters; and the shear and smear polarisability ten-
sors; P*" and P5™ for each object in th&Extractorcatalogue.

The accuracy of the centroid determined BExtractor
is directly linked to the accuracy of each KSB+ galaxy shear
measurement. In the presence of non-isotropic centroiging

1 SExtractor analysis of image simulations have shown that the
fl ux_radi us does not accurately measure the true half-light radius
(HauRler in prep.). A good relationship betwelehux_r adi us and the
input half light radius is seen but this relationship diféretween disk and
bulge dominated galaxies. The value that we choosegjfaoes not change
the results as the findP?Y correction, equatiorl{11), includes a correction
for the ry Gaussian weighting. The choice of does however affect the
noise on each measurement and so we chogse- fxf| ux_r adi us
wheref is chosen to minimise the noise in the measured galaxyieitips.

We find f = 1. Note that alternative ways of defining usingSExtractor
ellipticity measures (see for example_Rhodes Et al.|200@@ baen found

to yield slightly noisier results with the GEMS data.

Bernstein & Jarvis_2002) which can arise if, for example, the
errors in ther direction exceed those in thedirection producing

a tendency to bias towards an average galaxy shear incthe
direction. The GEMS galaxies have been modelled using the tw
dimensional galaxy profile model fitting co@ALFIT (Peng et &l.
2002) which finds the best fit PSF convolved Sérsic profiles to
each galaxy, allowing the centroid to be a free parametdrarfit
(see/ Barden et 5l. 2004 and HauRler et al. in prep for dptalils
can therefore test if we are subject to centroid bias by coimgpa
GALFIT and SExtractor centroids. The average pixel offset is
consistent with zero in the direction, Ax —0.001 + 0.02

and very close to zero in thg direction Ay = 0.03 + 0.02.
Calculating the ellipticity of a mock circular Gaussian @af

N = 10* times, assuming Gaussian distributed centroid errors
with mean and width as estimated ®ALFIT, we find that for our
smallest galaxies, centroid errors induce a systematicadrbias

[er = (—2.754 £0.001) x 107*, 2 = (=7.14 £ 0.02) x 10~°],
which is negligible compared to our current measurementracy.

For larger galaxies centroid bias decreases. Note that B35
GALFIT galaxy profile parameters cannot currently be used for
weak lensing studies as the PSF has been derived from coladde
stellar images and therefore does not allow for the anipitro
variation of the distortion. With an anisotropic PSF moGélLFIT
could be used for measuring galaxy shear, although thisdvoal

a time consuming process.

When compiling source catalogues one should consider-selec
tion bias where any preference to select galaxies oriemtetie
same direction as the PSF (Kaiser 2000) and galaxies thahéire
correlated with the gravitational shear (and as a resukapmore
circular) [Hirata & Seljalk 2003), would bias the mean eitijty of
the population. Through simulations of artificial disc galdight
profiles, convolved with the ACS PSF (see HauRler et al. @ppr
for details), we see no significant selection bias when we-int
duce aSNR > 15 selection criteria (defining SNR £l ux /

f I ux_error), i.e within the noise of the sample, there is neither
a preference for selecting faint galaxies oriented withRE&, nor
a preference for selecting more circular faint objects.

To remove erroneous detections along the chip boundaries,
diffraction spikes from stars, satellite trails and refi@ctghosts,
each image catalogue is masked by hand using the method de-
scribed in_MacDonald et all (2004). Using weight maps to @efin
the best regions in each tile, we combine the masked catdogu
from each ACS tile ensuring that in the overlapping regiohs o
neighbouring tiles, only the data from the best tile is ind.

Note that the objects in overlapping regions are used fosisen
tency checks to test the accuracy of the galaxy shear measote

The charge transfer efficiency (CTE) of space-based instru-
ments provides another source of image distortion. Objeits
low signal-to-noise in low sky background images tend teble
in the readout direction of the CCD camera, causing an elonga
tion of the objects that is correlated with the readout dioecand
the distance from the read-out amplifier. Over time the CTE de
grades increasing the magnitude of this effect (Mirallem¢2003;
Rhodes et al. 2004). The readout-amplifiers for the ACS lesmaah
corner of the camera, with the readout direction alongjthgis of
the CCD and we find no correlation between the average PSF cor-
rected galaxy shear along theaxis, and the galaxy distance from
the readout-amplifiers. Hence, even though the chargeferaefs
ficiency of the ACS wide-field camera has been shown to degrade
with time (Riess 2002), we find no signature for CTE in our data



Weak lensing with GEMS 5

potentially a result of the data being observed relativetynsafter FEOBW: PSF Core FE06W: PSF Wings

the ACS installation. —— — —
,*5% *57
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In this section we give a thorough account of the techniquastw | \&\ ﬁ /// “U"“‘\ \K\ \.u ‘ k(\\
we have used to characterise and correct for the anisotAlpg L “ ! : i AN \\
PSF. To date there has not been such a large set of HST data im- © 2000 4000 6000 o zooo 4000 6ooo
aged in a short time frame which can allow for a rigorous semé X (pixels) X (pixels)
dependent PSF analysis. The PSF is characterised throagesm

of non-saturated stellar objects that are selected thrtlugih lo- F850LP: PSF Core F850LP: PSF Wings
cus in the size-magnitude plane. Stars can be easily icethtiix-
tending from bright magnitudes to faint magnitudes into rtiein
distribution of galaxies, remaining at one characteristae. We
use both the full width half maximunF{AHM) and the half light
radius €1 ux_r adi us) measured bySExtractoras a definition
of size to select the stellar objects, where stellar canelédenust
lie along the stellar locus in both tH&AHMmagnitude plane and
thef | ux_r adi us-magnitude plane. This method selestd 300
stellar objects in the F850LP images and 900 stellar objects 05000 2000 6000 02000 2000 8000
in the F606W images. Note that the loss of stellar objecthién t

o
iy
4 CHARACTERISATION OF, AND CORRECTION FOR, ///

THE ANISOTROPIC ACS PSF /W
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F606W arises from the increased number of saturated stdrthan X (pixels) X (pixels)
use of more conservative cuts at fainter magnitudes to aawitl- Figure 1. The anisotropic ACS PSF measured from stellar sources in
sion with small faint galaxies. F606W images (upper panels) and F850LP images (lower paifibis stel-

For each star we measure the weighted stellar ellipticity pa lar ellipticity * plotted has been measured using two differently scaled
rameters:;, and the stellar smear polarisability tengé™* using weight functionsW (r ); left panelsry = 2.5 pixels (PSF core distortion),

right panelsry, = 7 pixels (PSF wing distortion). The 5% bar in the upper

Gaussian weight®/ (r,) with different smoothing scales; rang- -t
left corner of each panel shows the scale, which is the sarmeafdh panel.

ing from 1.9 pixels, the minimum stellar size measured Bix-
tractor, to 10 pixels. We limit the maximum smoothing scale to
avoid excessive inclusion of light from neighbouring oltge@hich
quickly introduces noise into the stellar shape measurenkég-
ure[d shows the variation in the stellar ellipticity paraemst;,
across the ACS field of view, measured using all the GEMS F606W
data, (upper panels) and all the GEMS F850LP data (lower pan-
els). The horizontal spacing gt ~ 3200 pixels results from the
chip boundaries where shape estimates become unrelialEid-
ure[d, e}, has been measured using two differently scaled weight
functionsW (), the first looking at the core PSF distortion with
rg = 2.5 pixels (left panels), and the second looking at the PSF
distortion averaged over the main extent of the star, wjth= 7
pixels (right panels). This figure shows that the PSF distoris
clearly anisotropic and varies with scale size, and witlefilThe
F850LP PSF has a strong horizontal diffraction spike, wilig-
inates the average PSF distortion on large scales isotdbpi€his
diffraction spike may therefore account for the claim_bylRzral.
(2004) that the ACS PSF is fairly isotropic.

In order to accurately characterise the anisotropy of the PS
across the field of view of each ACS tile in the survey we wish
to maximise the surface density of stellar objects as a fomaif
(z,y) position. This however necessitates some assumptions abou
the PSF stability over time as the stellar number densityeeor £ =0.0475+£0.015 &5 = 0.0157 £ 0.014 (before),
sponds to only~ 16 stars per ACS tile in F850LP and 11 stars —— x
per ACS tile in F606W. FigurEl1l shows smooth variation in the #1 = 0.0003 £ 0.0007 &5 = —0.0001 4 0.0007  (after). (13)
PSF as a function of chip position indicating that any vasiabf This demonstrates that the PSF correction significantlyaesl the
the PSF in the 20 day duration of the GEMS observations islsmal mean stellar ellipticity such that it is consistent with@eand that
We split our stellar sample into stars imaged by GEMS andsstar the dispersion also decreases by a fast@. Note that the success
imaged by GOODS, as each data set derives from co-added expo-of this correction does lessen somewhat with increasjngs the
sures with different dithering patterns which impact on BfeF. noise in the measurement pfgrows, but as the number of galax-
The first epoch of GOODS observations spanned 5 days, and allies to which these high, corrections apply decreases in turn, this
but 3/63 GEMS tiles were observed in the space of 20 days. We effect is not problematic.

reject from our analysis the 3 GEMS tiles which were taken out
of sequence and split our GEMS sample into 2 data sets asgumin
PSF stability on the scale of 10 days. We will quantify thedit/

of this assumption in Secti¢n%.1.

To model the anisotropy of the PSF across the field of view,
we fit a two-dimensional second order polynomial to the PSF co
rection vectorp equation [[B), modelling each CCD chip and data
set separately. Before fitting we remove outliers witBoadevia-
tion from p,,, and then iterate twice during the fit, removing out-
liers with a 30 deviation in their PSF corrected ellipticity from
& Figure[2 shows the variation in the measured PSF correc-
tion vectorp across the ACS field of view, measured using all
the GEMS F606W data (upper left). Thevalues calculated from
our semi-time-dependent polynomial models (upper righ® cor-
rected stellar ellipticitieg;”™ (lower left, note thap ande are
plotted on different scales), and the ellipticity disttilom of stars
before and after the PSF correction (lower right) are alsmvsh
For this figure we have used a smoothing scale,of 5.9 pixels,
which is the median galaxy size in our catalogue. In this vese
find the mean stellar ellipticity before and after correctio be
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Figure 2. The upper left panel shows the variation in the measured PSF
correction vectorp across the ACS field of view, measured using all the
GEMS F606W data. This data is modelled with a semi-time deépetrtwo-
dimensional second order polynomial shown in the uppett pginel. The
PSF corrected stellar ellipticities;>**, lower left panel, display random
orientation. The 5% bar in the upper left corner shows théesééote that

p ande are not directly equivalent and are thus plotted on diffeseales.
The ellipticity distribution of stars before (circles) aaffer (dots) PSF cor-
rection are also shown (lower right).

With the PSF models we correct our galaxy catalogue for PSF
distortions using equatiofil(8). To test for residual PS&tesl sys-
tematic distortions we search for correlations between BSF
rected galaxy ellipticitye{°" and stellar ellipticitye;. Our first sim-
ple test splits the survey into square cells of side 20 amrgi
in the ACS (z,y) plane, calculating the cell averaged PSF cor-
rected galaxy ellipticity(s;°") and the cell averaged uncorrected
stellar ellipticity (¢;) determined at, = 5.9, the median galaxy
size in the survey. Figufd 3 (lower panel) shows the resyitiean
3(e§°") /Neenis as a function of cell stellar ellipticitye;), where
for comparison we also show the average ellipticity of glax
which have not been PSF corrected, as a function of steligr el
ticity (upper panel). The correlation found with the uneated
galaxy catalogue is not seen in the PSF corrected galaptielli
ities, indicating the success of the PSF correction. Thisnsing
result will be tested more rigorously in Sectlonl7.2.

4.1 Thetemporal stability of the PSF

PSF time variation in space-based instruments is knownsaltre
from telescope ‘breathing’, as the HST goes into and out of su
light in its 90 minute orbit, and from a slow change in focusehh
is periodically corrected fol_(Rhodes et lal. 2000). Vaaatin the

PSF as measured from reduced images can also be causechby slig

differences in the data reduction method but the consi&&M S
observation and reduction strategy minimises this eff&fth our
large set of HST data we are able to test the stability of th& RSF
by looking for changes in the average stellar ellipticityaasinc-

Figure 3. The upper panel shows the correlation between the mean ob-
served galaxy eIIipticity(e;?bs> averaged in square cells of side 20 arcsec-
onds, and the cell stellar ellipticitys¥) measured withr, = 5.9 pixels.
Correction for the anisotropic PSF removes this corratatidich can be
seen in the lower panel where the mean PSF corrected galbptjciy
(e$°r) is shown as a function of stellar ellipticity. Note that theper and
lower panels are plotted on different scales.

tion of time and time dependent changes in the anisotrophef t
PSF distortion. FigurEl 4 shows the variation in the aver&is®/

and F850LP stellar ellipticity parameters as a function lufeyva-
tion dat& where for each ACS image the F850LP and F606W data
were taken in succession. This figure reveals a clear trebdtim
filters withe] (circles) increasing angl; (squares) decreasing by a
few percent during the observation period, a variation ighaf the
order of the signal we wish to detect. This measurement of ACS
PSF temporal instability is in agreement with Jee i al. £20¢ho
show that their PSF can only be characterised from architeidus
cluster images when a small ellipticity adjustment is aglilt is
however in contrast to the often applied assumption of lemg:
HST PSF stability.

The reason for the temporal variation of the ACS PSF is not
fully understood. Figur&l4 shows that the F606W PSF becomes
more circular(le] — 0) in time, in contrast to the F850LP PSF
which becomes more elliptical. This could potentially belained
by a slow de-focus if one also considers the poorly undedstoo
strong horizontal diffraction spike seen in the F850LP PSK
unlikely that this spike is caused by the ACS optics and ittivédre-
fore remain unaffected by any de-focus. A de-focus will giacise
the images, as seen from the F606W data, and lower the cbntras
between the PSF core and diffraction spike in the F850LP, data
increasing the F850LP; component.

Figure[2 shows that our semi-time-dependent PSF correction
reduces the average stellar ellipticity to zero and thisegaty
holds when we measure the PSF corrected stellar elliptasta

2 Our consistent GEMS reduction strategy minimises the atitat the
PSF variation we see results from data manipulation butdébdar should
note that the observation strategy of GEMS does correladeraation date
and declination.
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ever notable exceptions, for example ACS images taken dhitiae
and sixth observation days, showing that the semi-timexdeégnt
modelling is only a partial solution for time varying PSF natiohg.

To investigate the effect on the anisotropy of the PSF Fifgure
compares the difference between the stellar ellipticigdmted by
the PSF models calculated for the two GEMS data sets (dags 1-1
and days 11-20). To convedp into a difference in stellar ellip-
ticity we multiply by the average stellar smear polarisépiP*™*
following equation [[B). This comparison reveals variatianthe
anisotropy of the PSF at the level of, at maximulyg* ~ 5%. We
hence conclude that the PSF time variation is not a simplaggha
in average ellipticity but also an instability in the PSFsatiopy
across the field of view.

Creating PSF models for each ACS tile based on at maximum
a few tens of stellar objects will yield systematic errorgéa than

Figure 6. The difference between stellar ellipticity calculatednfrd®SF
models for each of the two GEMS data sets with = 5.9 pixels. This
shows that PSF variation is not a simple change in averagei@ty but
also an instability in the PSF anisotropy across the field@fyvvarying at
the maximum level ofAe* = 5%.

the variation in the mean corrected stellar ellipticityttixe see

in Figure[®. Thus, the short-term PSF variation cannot beplgim
modelled with the method that we have used. The time depénden
variation of the PSF whilst significant is at a low level andthere-

fore proceed with our semi-time dependent PSF model nofiag t
short term variation in the PSF may well contribute to systeen
errors (see Sectidn_1.5).
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4.2 |sotropic correction

The application of the anisotropic PSF correction to ohesgrv
galaxy ellipticities, through equatiorf](8), leaves an effely
isotropic distortion. This distortion makes objects roends a re-
sult of both the PSF and the Gaussian weight function usedt m
sure the galaxy shapes, affecting smaller galaxies mooagitr
than the larger galaxies. To correct for this effect and ednv
weighted galaxy ellipticitieg into unbiased shear estimatoys
we use the pre-seeing shear polarisability tenB8r equation
@@D). P” is calculated for each galaxy from the measured galaxy
smear and shear polarisability tensaf$™ and P*, and a term
that is dependent on stellar smear and shear polarisatgiligors;
(Psm*);é1 P3i*. As the P correction is isotropic we can calcu-
late this stellar term purely as a function of smoothing eegl
averaging over all the stellar objects that were used in teeigus
anisotropic PSF modelling. Note that we calculate a diffevalue
for each data set as the PSF variation we see may well bedelate
to camera focus which will effect thB” correction as well as the
anisotropic PSF correctiol2” is a very noisy quantity, especially
for small galaxies, but as we expect there to be no differentiee
P7 correction for they; and~, shear components, we can reduce
this noise somewhat by treatiity’ as a scalar equal to half its trace
(note that the off diagonal terms & are typically very small).

In an effort to reduce the noise dA” still further, P” is of-
ten fit as a function of, (Hoekstra et al. 1998: Bacon ef al. 2003;
Brown et all 2003, Massey etlal. 2004). With space-basedtdista
fitting method produces a bias &5 is a strong function of galaxy
ellipticity where the dependence can be demonstrated bgicton
ering that in the case of a galaxy observed in the absencef PS
smearing and shearin@®” reduces toP” = 2(1 — ¢?), where
e is the unweighted galaxy ellipticityy = ¢/P” is very sensi-
tive to small errors in a functional fit aP”(r4, ) and we there-
fore do not use any form of fitting t&”. Although this decreases
the signal-to-noise of the shear measurement, it avoid$cenyof
shear calibration bias which would not be identified with dB E
mode decomposition as discussed in Secfionsl7.2.2ahd 7.4.

4.3 Catalogue selection criteria

For our final PSF corrected shear catalogue we select galaxie
with sizer, > 2.4 pixels, galaxy sheafy| < 1, magnitude

21 < mgos < 27, andSNR > 15. We remove galaxies from
the catalogue with neighbouring objects closer thapixels 0.6
arcsec) to reduce noise in the ellipticity measurement fower-
lapping isophotes. These selection criteria yield 473718xg@s in

the F606W images, a number density~of60 galaxies per square

arcminute, and 23860 galaxies in the F850LP images and a num-

ber density of~ 30 galaxies per square arcminute. Nete15%
of our F606W sources have photometric redshift estimat@s fr
COMBO-17. We find no significant correlations of the galaxgah
with chip position, galaxy size, magnitude or SNR.

To analyse the full GEMS mosaic we rotate the shear mea-
surements from each ACS tile into a common reference frame by

()= )(%)

where¢ is defined to be the angle between thaxis of each ACS
tile and a line of constant declination.

rot
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Figure 7. Comparison of galaxy sheay; measured in both F606W and
F850LP GEMS imaging. The grey-scale shows the number geoisitb-
jects which cluster at low shear values (black210 galaxies, white— 0
galaxies). Over-plotted are the grey-scale contours wioibbw the 1:1 re-
lationship that we would wish to see between the two data sets

5 COMPARISON OF F606W AND F850L P DATA

As the F850LP data is significantly shallower than the F60&ita d
we omit it from our cosmic shear analysis, but it is interggto use
the galaxies detected in both F606W and F850LP as a congysten
check to test if our method is sensitive to the differencesltier
PSFs seen in Figufé 1. Even though we expect galaxy morpholog
to appear differently in the F606W and F850LP images, we&xpe
our shear estimates to remain consistent. Figlire 7 showsetiye
good agreement between galaxy shear measured in the F6GBW an
F850LP images where the grey-scale shows the number derfisity
objects. This comparison shows that our method of measshiegr
produces very consistent results for galaxies imaged viitérent
PSFs and different noise properties, showing no significalitira-
tion biases. In principle one should correct the galaxypgdity
based on galaxy colour because of the chromatic anisotrbiheo
PSF, but this comparison also shows that the colour of thed®8§
not significantly impact on the shear measurement.

6 GEMSREDSHIFT DISTRIBUTION

To interpret a weak lensing signal we need to know the retdshif
distribution of the lensed sources (see equatidn (2)). Teeper
the survey is, the stronger the signal we expect to measuee. W
estimate the source redshift distribution of GEMS based lom p
tometric redshifts from the CDFS COMBO-17 survey (Wolf €t al
2004) and spectroscopic redshifts from the CDFS VVDS survey
(Le Fevre et &ll_2004), by assuming that a magnitude dep¢nde
redshift distribution can be parameterised as

zo(mag) > ]

where 2 is calculated from the median redshifi, with zg
zm/1.412 (Baugh & Efstathiou 1994). We calculatg, (mag) for
each survey in magnitude bins of width 0.5 magnitude, ouhéo t

n(z, mag) « z° exp [— ( (15)
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Figure 8. The median galaxy redshift as a function mfos magnitude
based on photometric redshifts from COMBO-17 (squares)ia@diDFN
(triangles), and spectroscopic redshifts from VVDS (eis§l Median red-
shift errors include uncertainty in redshift completenegsch dominates
the COMBO-17 and VVDS results at faint magnitudes, andsdiedil un-
certainty which dominates in the smaller galaxy samplesighbmagni-
tudes. For the photometric redshifts we also include thesaeeredshift er-
ror, added in quadrature. Magnitude errors show the uniogria the mean
mgoe Magnitude in each magnitude bin selected i (VVDS), Ryega
(COMBO-17) andmgps (HDFN). Over-plotted is the best linear fit to the
COMBO-17 and VVDS data. The HDFN data is shown at faint magieis
to justify our extrapolation to faint magnitudes of the CO®IR7/VVDS
linear fit.

limiting magnitude of each survey VVD$,5 < 24; COMBO-17,
Rvega < 24. These estimates are taken as lower limits for the true
median redshift, as both surveys suffer from redshift inglate-
ness at faint magnitudes. To calculate upper limits for the me-
dian redshift we follow, Brown et all (2003) assuming thoskga
ies without an assigned redshift are most likely to be at &édrig
redshift. We place the percentage of galaxies without iiédska-
surements at = oo and recalculate,, (mag), taking our final me-
dian redshift estimate to be the midpoint between this ufiper
and the measured lower limit. In the cases where the difterée-
tween our upper and lower limit constraints are larger ttnenetr-
ror on the mean of the distributian. /+/N the uncertainty on the
median redshift is given by the upper and lower limits. Foghur
magnitudes where the redshift measurements are fairly letenp
and the number density of objects are relatively small, veeek
statistical uncertainty on the median redshift givervhy+/N. For
the COMBO-17 median redshift error we include the additi@na
ror on the photometric redshift estimate whérg/(1 + z) ~ 0.02
for Rvega < 22 anddz/(1 + z) ~ 0.05 for 22 < Ryega < 24.

To convert thez,(mag) from the different surveys to
zm(meos) We match the COMBO-17 and VVDS sources to the
CDFS 5 epoch GOOD%gos cataloguel(Giavalisco etlal. 2004).
Note that matching the comparatively shallow redshift loagaes
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fied by thez,, : meos relationship measured in the Hubble Deep
Field North (HDFN) (Lanzetta et Al. 1995; Fernandez-Saialle
1999) shown (triangles) in Figuld 8, where the median rédshi
error combines the photometric redshift ertar/(1 + z) ~ 0.1
(Eernandez-Soto etlal. 1999) and the statistical unceyta each
bin. Note that only themgos > 24 points are shown for clarity,
but there is also good agreement between COMBO-17, VVDS and
HDFN at brighter magnitudes

We estimate the redshift distribution for GEM®z) through

$(z) =Y N(i)n(z, meos(i))/ Y _ N(i) (17)

where we bin the GEMS sources into = 1, M magnitude
slices of mean magnitudecos (), where each bin contain¥ (:)
galaxies.n(z, meos (7)) is calculated through equatioiJ15) with
20(meos) = 2zm(meos)/1.412 as estimated from equatioh{16).
The calculatedy(z) is very similar to a magnitude independent
n(z) equation [Ib), withz,, 1.0 and as such, for simplic-
ity when deriving the weak lensing theoretical models in fible
lowing analyses, we will use a magnitude independegfat) with

zm = 1.0 £ 0.1, where the error given derives from the accuracy
of the z;,, (meos) fit, shown in FiguréB.

7 ANALYSIS: 2-POINT STATISTICS

In this section we use GEMS F606W data to measure the shear
correlation function, the shear variance statistic andktgar power
spectrum performing several diagnostic tests for systiereators.

We also determine an additional sampling error in order tmant

for the fact that GEMS images only one field.

7.1 Jackknife Method

In the analysis that follows we will often make use of the jatke
statistical method (see for example Wall & Jenkins 2003) ke o
tain correlation functions with a robust estimate of thear@ance
matrix. The algorithm is quite simple, if a little time comsing.
We are interested in the two-point correlation function ethive
first calculate from the whole survey and write as a data vecto
C = C(01,0q,...... ). We then divide our sample inty separate
sub-regions on the sky of approximately equal area and ledé¢cu
the correlation functiorC; = Ci(61, 02, ...... ), L = 1..N times
omitting one sub-region in each calculation. Note that foraali-
tional jackknife we would perform the measuremént= Ngajaxy
times removing a single galaxy each time, but this is contfmrta
ally prohibited and provided is larger than the number of angular
bins, this modified jackknife method is valid (Scranton ¢R8D2).
Defining

Cf =NC - (N -1)C;, (18)

with deep 5 epoch GOODS data ensures that we are not subject tahe jackknifed estimate of the correlation functiéh,is then given

incompleteness in th@gos data. We then calculate the meanos
in eachIag and Rvega mMagnitude bin, assigning an uncertainty
in the mgos Magnitude of each bin given hyﬁoﬁ/\/ﬁ. Figure[®
shows the combined results from both surveys which are in ver

good agreement, and the best linear fit;
Zm = —3.132 4 0.164 meos ~ (21.8 < meos < 24.4). (16)

To estimate the median redshift of our galaxy sample faitfitan
meos = 24.4 we extrapolate the above relationship. This is justi-

by the averag&” = (C}). The jackknife estimated statistical co-
variance of the correlation functiafi(¢;) in angular bini and the
correlation functiorC'(6;) in angular binj is given by
1
AC(0;)AC(0;)) = ——
(ACONACH.) = F =17

l

Il
z

(Cr(0:) = C(02)) (C(8;) = C(6)) -

1

(19)
l
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Figure 9. Star-galaxy cross correlation functiofg?*® (circles) andC73*
(crosses) compared to theoretical galaxy-galaxy sheaelaton func-
tions (v»r)g (upper curve) andy:v:)g (lower curve) withz,, = 1.0,
Q, = 0.3, andog = 0.7. For comparison we also measure the star-
galaxy cross correlation in the absence of PSF correct&imsyn dashed,
where for clarity we plot% (CF° + ).

7.2 Testsfor PSF contamination

In this section we perform several diagnostic tests to deter
whether residual PSF-related correlations remain afeeP®F cor-
rection of Sectioltl4. Measuring the magnitude of PSF comtami
tion as a function of angular scale enables us to determiriehwh
angular scale shear correlations are free from sourcestdragptic
errors and are therefore useful for cosmological paranestima-
tion.

7.2.1 Star-galaxy cross correlation

Bacon et &l.L(2003) show that residual PSF-related diststadd a
component;}* to the measured correlation functi¢n ;) where

(vig; ) (v5€7)
(erer)

This method to test for residual PSF contamination in tha d@at
similar to the cell averaged test described in Sedflon 4 this
case we look for correlations as a function of angular saadé,
chip position, thereby revealing any PSF time variatioe@# that
remain after our semi-time-dependent PSF correction has ap-
plied. We estimate’;’” and associated errors using the modified
jackknife method detailed in Sectidn.1, with determined at
rqy = 5.9, the median galaxy size in the survey. We wée= 25
sub-regions in the jackknife estimate bf = 14 logarithmic an-
gular bins fromd = 0.2 arcmin tof = 25 arcmin. Figurg®d shows
the resulting star-galaxy cross correlation functi6hi® andC}y®,
compared to theoretical galaxy-galaxy shear correlatimetions
with Q,, = 0.3, andos = 0.75. We find that the star-galaxy
cross correlation is consistent with zero indicating thet mea-
surement of galaxy-galaxy shear correlations from the GElsta
will be free from major sources of systematics. For comparise
also measure the star-galaxy cross correlation when we rave
included a correction for the distorting PSF. This reveatome-
lation signal (shown dashed) that exceeds the weak cosmalog
signal that we wish to measure, stressing the importanca dood
understanding of the PSF.

Sys _
o =

(20)

7.2.2 E/B mode decomposition of shear correlations

An alternative diagnostic to determine the level of systiner-
rors is to decompose the shear correlation function intmttties’
and ‘B-modes’|(Crittenden et ial. 2002). Weak gravitatideaking
produces gradient curl-free distortions (E-mode), andridmrtes
only to the curl distortions (B-mode) at small angular ssg@le< 1
arcmin, due to source redshift clustering (Schneider|&0f2). A
significant detection of a B-type signal in weak lensing sysvis
therefore an indication that ellipticity correlations sb@ither from
residual systematics within the data and/or from intrirgataxy
alignments (se2_Heymans et al. (2004) for a discussion ofathe
ter).

Defining the sum and difference of the tangential and radial
correlation functions,

gi (9) = <’Yt7t>9 + <’YT’YT>67

Crittenden et &l.1(2002) show that the shear correlatiortfans
can be decomposed into the following E- and B-type corredato

_ &) +£(0) £+(0) —£'(9)

(21)

£°(0) 5 €7(0) = == (22)

where

co-co+1 [ Few-wr [ Hew. @
0 6

Our data extends at maximum @ = 28 arcmin necessitating
the use of a fiducial cosmological model to complete the nateg
This prevents cosmological parameter estimation dirdatipn the
E-modes, but as the variation in the sum of the model depen-
dent part of the integral is sma#t 1075, this method is still a
valid diagnostic test for residual systematics within tlagad Note
that the mass aperture statistic E/B decomposition (Sdbnet al.
1998) does not suffer from this limitation as the integrakrov
the shear correlation function spans frém— 26. This integral
range does however introduce its own problemsi(see Massgy et
2004 for a discussion) and limits the analysis to small spaieer
(Van Waerbeke et al. 2004). We therefore choose to use thelE an
B type correlators purely to test for B-type systematic iesrwithin
our data, although see Van Waerbeke &1 al. (2004) for a méitiaod
uses the mass aperture statistic to calib¢&té9) for cosmological
parameter estimation.

Following|Pen et &l.| (2002) we define the element vector
& = (£4(0), &~ (0)) which we compute from GEMS, binning the
data finely inton. = 2000 intervals of0.9 arcsec (equivalent to a
separation of- 30 ACS pixels). The E/B correlators are then given
by a2n element vector

€8 = (£5(6:),65(0:)) = Tij¢;

whereT is a2n? transformation matrix defined by equatidnl(23).
To reduce noise we re-bgf’? into M = 14 logarithmic intervals
from 6 = 0.2 arcmin tof = 25.0, represented by a/ x 2n
projection operatogP® = Py;£FB.

To calculate errors odP™ we first calculate the covariance
matrix of the raw correlatorg;; = (A& AE;) using the jackknife
method detailed in Sectidn¥.1. We find, in contrast_to Pehlet a
(2002), that our slightly wider correlation bin&@ = 0.9 arcsec
compared taAf = 0.6 arcsec) are correlated. Note that the modi-
fied jackknife method in principle requird§ > n sub-regions to
calculateL;;, but as we re-bin_;; into M = 14 broader angu-
lar scales to estimate the final errorsg¥* our jackknife method,
which is computationally time limited t&v = 100, is still valid.

(24)
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Figure 10. E/B mode decomposition of the shear correlation functioa-me
sured from the GEMS observations. The upper panel sl@\%and the
fiducial ACDM theoretical¢ ¥ (9) model wheress = 0.7 and the me-
dian source redshift,, = 1.0. The lower panel shov@‘g“ that is consis-
tent with zero on all angular scales and can be compared tih¢oeetical
model&¥ (9) shown dotted. Using a different fiduciAlCDM cosmologi-
cal model to calculaté®® has a small effect (at the level ®0—5) which
can be seen from the dotted curves where we have assuged 0.6
(lower curve E-mode, upper curve B-mode) angl = 1.0 (upper curve
E-mode, lower curve B-mode)

The binned covariance matrix of the E/B correlators is gilegn
(Pen et al.2002),

L = PuTi; LinThoPom, (25)

where the errors oé),™ are given by, /Lbir.

We investigate E- and B-mode correlations in the GEMS and
GOODS data separately with the measurement from the GEMS
data shown in Figulle1 0. For this E/B mode decomposition we ha
used a fiduciahCDM cosmological model to complete the inte-
gral of equation[[23) withrs = 0.7 and with a median source
redshift for our galaxies ot,, = 1.0. Using a different fidu-
cial ACDM cosmological model has a small effect (at the level
of 10~°) which can be seen from the dotted curves in Figtie 10
where we have assumeg = 0.6 andos = 1.0. We find that
the E-modes are in good agreement with the fiducial cosmzabgi
model and that the B-modes for GEMS are consistent with zero o
all scales® > 0.2 arcmin. Whilst finding this result very encour-
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aging we note that our B-modes measured at small angularsscal
are very strongly correlated and noisy such that in the wosse
scenario, represented by the upper end of the error barsshiosy
B-modes exceed the signal that we wish to measure. This atesiv
our desicion to conservatively limit our shear correlationction
analysis to angular scalés> 0.65 arcmins within the GEMS data
where we can be confident that the signal we measure is cogmolo
ical and not systematic.

The PSF model for the GOODS data is determined from ap-
proximately half the number of stars which were used to deter
mine the two semi-time-dependent GEMS PSF models, as GOODS
spans approximately one quarter of the area of the GEMS wbser
tions. We would therefore expect to find a poorer PSF cowmacti
with the GOODS data which is seen with the presence of nom-zer
B-modes at angular scal@s< 1 arcmin. We therefore only include
GOODS data in our shear correlation function analysis fouéar
scales) > 1 arcmin.

7.3 Theshear correlation function

Having shown in the previous section that we are not contarach
by significant non-lensing correlations, we can now measuee
weak lensing shear correlation function(0)~(6 + A6)). To ob-
tain results that are independent of the initial frame ofrefice we
measure the tangential and radial shear correlation fomgtequa-
tion @) and equatior]4) respectively. These can be estitifabm
the data by

D () 7 (x+6),

pairs

1
Elyevelo = Npairs (26)

where the tangential shesy and radial sheay,- are rotated shear
parameters given by equatidnl14).= +;°* andy, = 75°* where
the rotation angle is now defined to be the angle between the
axis and the line joining each galaxy pair. Note this rotafalows
the initial rotation that sets the full GEMS shear catalome the
same reference frame. We also calculate the cross-caorefanc-
tion E[vy:7-]e, which the parity invariance of weak lensing predicts
to be zero.

We calculate the shear correlations using the modified jack-
knife method detailed in Sectifn¥.1. We uSe= 25 sub-regions
in the jackknife estimate of/ = 11 logarithmic angular bins from
f# = 0.65 arcmin tof = 25 arcmin and we include data from
the GOODS area only for angular scates> 1 arcmin. This en-
sures that the shear correlation measurement at smallarspalles
0 < 1 arcmin is not contaminated by the small-scale non-lensing
distortions found in the GOODS data. We show the resulting-ja
knife estimates for the tangential and radial shear cdrogldunc-
tions in FigurdTlL. The theoreticAlC DM models over-plotted are
calculated from equatiofil(3) and equatibh (4) with a medaaxy
redshiftz,, = 1.0 andos = (0.6,0.7,1.0). Note that we find the
cross-correlatior[y:7-]o to be consistent with zero on all scales,
as expected, supporting our findings that we are not contdetn
by significant non-lensing distortions.

7.3.1 Sampling variance

The GEMS mosaic samples only one area of sky and as such our re-
sults are subject to additional sampling variance errarsaddress

this issue we have created 1@8, x 28 arcmin, Gaussian realisa-
tions of a shear power spectrum calculated fog a= 0.75, ACDM
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Figure 11. Shear correlation functiongZ[v:v:]¢ (upper panel) and
E[vrvr]e (lower panel) estimated from the GEMS data using a modified
jackknife technique. The GOODS section of the GEMS surveyniyg in-
cluded in measurements &f{y+], for @ > 1.0 arcmin so as not to include
the non-lensing B-mode systematics seen in the GOODS dsiagdlier an-
gular scales. Over-plotted are theoretidal’ D M models{y:vyt)g (Upper
panel) and~y;vr)g (lower panel) withog = 0.6 (dashed lower)yg = 0.7
(solid) andog = 1.0 (dashed upper).

cosmology for sources with,, = 1. We measure the shear correla-
tion function from each realisation, populating the shesgldfivith
60 circular galaxies per square arcmin. The variance we uneas
between the results from each realisation then providesithsan
estimate of the sampling variance. We calculate the saggiin
variance matrix from the 100 independent realisations alddlais
to the jackknifed covariance matrix measured from the GE&t&,d
slightly overestimating the sampling variance error onlsstales.
The reader should note that this method is somewhat cosmnadisg
pendent but it is sufficient to assess the impact of samphnigrce
on our cosmological parameter constraints in sefion 8.

7.4 Theshear variance statistic

Space-based lensing surveys to date and early ground-kased
ing results focused on the shear variance statistic, exqul), to
analyse the data. This statistic produces the highestlsigimeise
measurement of weak lensing shear and can be estimatedteom t
data by splitting the sample into N circular cells of raditend cal-
culating the shear variance in excess of noisel(see Brownzacs
for a minimum variance estimator). As discussed in Sedigif7
measuring the B-mode of the shear correlation functiomellone
to select angular scales above which one can be confiderthéhat
presence of non-lensing distortions are insignificanty\@nall
scale systematic distortions are poorly understood anduaress-
fully ignored by the shear correlation statistic. For theashvari-
ance statistic however, small scale non-lensing distastiare in-

cluded in the measurement at all angular scales biasinghier s
variance statistic.

To assess the impact of our residual small scale non-lensing
distortions on the shear variance statistic we can, in dairfash-
ion to Sectiol.Z.Z12, decompose the signal into its E-modeBan
mode components. Schneider etlal. (2002) show that the gtear
ance of the E- and B-mode can be obtained in terms of the shear
correlation functiong¢ .+, £_), equation[(2L), through

o= [ G lews (§) rems (3)]. @
nB * do o 9 W,
o) = /O S 6 0s (5) —ews-(5)]. @9
whereS and.S_ are given in equation (39) and equation (42) of
Schneider et all (2002). Note théit does not cut off at finite sep-
aration and as such one needs to include a fiducial cosmalogic
model to complete the integral, as in Section 1.2.2. We &atieu
(v)E and (y?)F following the method of Pen etlal. (2002), de-
tailed in Sectiof=Z.Z12, where the transformation mafttiaf equa-
tion (24) is now defined by equation{27) and equaticn (28).
Figure[I2 shows the result of our E/B mode decomposition
of the shear variance statistic revealing significant B-esodn
scalesd < 1.5 arcmin. These B-modes most likely result from
very small scale strong non-lensing distortions that biasshear
variance statistic even at larger angular scales. NorAgndis-
tortions are likely to contribute equally to the measurecthéde
making the signal appear to favour a higher value oy when
compared to the large scale B-mode free shear variance neeasu
ments. These large angular scales have previously beerasanee
able from space-based data. This demonstrates that itaktwit
perform an E/B mode decomposition to determine which amgula
scales are B-mode free and therefore uncontaminated bgnsyst
atic errors in order to obtain reliable cosmological paremneon-
straints. We will not use the shear variance statistic tostram
cosmological parameters, even on B-mode free scales, daifaf

the shear correlation function statistic in Secfiod 7.3 thedshear
power spectrum that we determine in the following section.

7.5 Shear power spectrum

In addition to the shear correlation function and shearavene
statistic of the previous sections, we also quantify the-pomt
statistics of the shear field by directly measuring its pospeec-
trum, P, equation[{IL). Power spectrum estimation from cosmo-
logical data sets is a well-studied problem in the contextnef-
suring the statistical properties of the CMB (see_Efstall#2604

for an overview) and the methods developed in this field are-co
pletely applicable to measuring power spectra from weagiten
data sets. Here, we use a maximum likelihood estimator (@ee f
example_Bond et &l. 1998) to reconstruct the power spectrium o
the shear field observed in the GEMS data. Our approach islbase
on the prescription of Hu & Whitel (2001) who proposed recon-
structing the three power spectia:”, P?% and P’ as a series

of step-wise ‘band-powers’ where the quantity + 1) P /27 is
approximated as a constant within each baRd”® is the power
spectrum of the B-modes whilB*? is the cross power-spectrum
between the E- and B-modes. The maximum likelihood method
automatically accounts for irregular survey geometriéseljza-

tion effects and produces error estimates, via the FisHernra-
tion matrix (see for example_Tegmark etlal. 1997), whichudel
sampling variance and shot noise. Hu & White (2001) havetest
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Figure 12. E/B mode decomposition of the shear variance. The uppet pane
shows(y?)} and the fiduciah CDM theoretical(v?) model (solid) where
og = 0.7 and the median source redshiff, = 1.0. The lower panel
shows('yQ)fg3 that is consistent with zero on angular sc#les 1.5 arcmin.
Using a different fiduciah CDM cosmological model to calculate?) 2
has a small effect (at the level 8fx 10~5) which can be seen from the
dotted curves where we have assunagd = 0.6 (lower curve E-mode,
upper curve B-mode) angls = 1.0 (upper curve E-mode, lower curve B-
mode). The significant non-lensing B-modesfak. 1.5 arcmin indicate
residual small scale systematics that, with the shearneeistatistic, are
included at all angular scales. These non-lensing diststalso contribute
to the measured E-mode making the signal appear to favoughaviaiue
for og (upper panelACDM og = 1.0 theoretical model over-plotted dot-
dashed).

the maximum likelihood estimator on both Gaussian and Nybod
simulations, while_Brown et all (2003) have tested it on Gears
simulations on scales similar to the GEMS data and haveexppli
the estimator to the COMBO-17 weak lensing data set.

The maximum-likelihood decomposition of the shear field
into E- and B-modes does not suffer from the problems assatia
with performing the decomposition via the mass aperturestita
(Massey et al. 2004) and only necessitates the use of a fidosia
mological model to estimate the significance of the resuitsTs
in comparison to the E/B correlators of Section_4.2.2 andgtz
shear variance measurements of Sedfioh 7.4 where a fidosial ¢
mological model is needed to complete integrals over thaitefi
correlation function thereby invalidating their sole use ¢osmo-
logical parameter estimation.

To apply the estimator to the GEMS data, we bin the galaxy
shear distribution int@0 x 30 equal-size pixels ofv 1 square
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arcmin. Writing this pixelised shear distribution as a weatl, we
then maximise the likelihood function,

—2InL(C|d) =d'C'd + Tr [InC], (29)

using a Newton-Raphson scheme, as a function of the bandrfpow
of the three power spectr&”*, P?? and P*°. Here, C is the
data covariance matrix which is the sum of the cosmologigales
(equation (21) of Brown et al. (2003)) and a noise term,
Yrms
N - m I7
where~:ms and Npix are the root mean square shear and occu-
pation number within each pixel respectively. The errord eo-
variance of our final band-powers are approximated as thersav
Fisher matrix, which is an excellent approximation proddbat
the likelihood function is sufficiently Gaussian in the bggalvers.
Figure[I3 shows the results of applying the maximum like-
lihood estimator to the GEMS data along with a theoreticalksh
power spectrum for ACDM model with(2,, = 0.3 andos = 0.8
with which we find reasonable agreement. The measurements of
the B-mode spectrum are mostly consistent with zero althoug
there is a significant detection of E-B cross-correlatianen@dium
scales. We suspect that these come from the time-variafitreo
PSF that we have only partially accounted for with our seémet
dependent PSF modelling. Our PSF models are designed to de-
crease the average stellar ellipticity to zero and theeefehen
averaging over the whole survey, as in the measurement of the
shear correlation function, the residual PSF contaminaticero,
as can be seen in Figuié 9. For the shear power spectrum mea-
surement however, where the field is decomposed into itsi€éour
components, the time-dependent PSF contamination carehg-id
fied. Note that from the covariance of tli&*"~ measurements we
find that our band-power measurements are almost indepeofien
one another, apart from the slight anti-correlation of hbiuring
bands which is a natural consequence of the maximum liketiho
estimator.

(30)

8 COSMOLOGICAL PARAMETER ESTIMATION

Having measured the 2-point statistics of the shear fieldhimvit
GEMS, we can now compare these measurements with theoret-
ical predictions in order to place joint constraints on thatter
density of the Universé&2,, and the normalisation of the matter
power spectrunzs. We do this using both our correlation func-
tion measurements from Sectibnl7.3 and the power spectrtim es
mates from Sectio_4.5. We use equatih (1) to calculatehmr t
oretical shear power spectra and equatfdn (3) and equjoto (
calculate our theoretical correlation functions for a egyriof cos-
mological models. For these calculations we have used ams-tr
fer function of| Eisenstein & Hu (1999) for the dark matter gow
spectrum with an initial power spectrum sloperof= 1. To pro-
duce the non-linear power spectrum from this, we use thaditti
formulae of_ . Smith et al.| (2003) and we fiX,, + Qs = 1. We
also use the form of equatiohq15) for the input redshiftribist
tion of source galaxies. We consider models in the followieg
gions of parameter space:3 < os < 1.5;0.1 < Q,,, < 1.0;
64 < Ho < 80kms™*Mpc~! and0.9 < zm,m < 1.1.

Writing our correlation function measurements as a data vec
tor,

d={Ci(61),...,C1(0,),C2(61), ..., C2(6n)},
for each theoretical model, we calculate

31)
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Figure 13. The cosmic shear power spectra from GEMS. Plotted on a linear
log scale areP** (circles), PA# (crosses) and*? (triangles) in five band-
averaged band-powers as a function of multipél&€;he errors bars are es-
timated from the Fisher matrix and tHe%8 and P*% have been slightly
horizontally displaced for clarity. The solid curve is tHeear power spec-
trum estimated for ag = 0.8 normalisedACDM model.

2
X

[d—x"V'[d-x], (32)

wherex = x(os, Qm, Ho, zm ) are the theoretical correlation func-
tions ordered in a similar manner to our data vector= (dd”) is

the sum of the covariance matrix of our correlation functiosa-
surements as estimated from the data using equdfidn (195 and
sampling covariance matrix as detailed in sediion¥.3. &.fitting

of the power spectrum measurements is done in a similardiashi
whereV, the covariance matrix of the band-power measurements,
comes from a Fisher error analysis that automatically oefisam-
pling variance. After calculating? values for each of our theoret-
ical models, we marginalise over the Hubble constaht,with a
prior set by the 1st year WMAP result&l§ = 72 £ 5 km s !
Mpc~!; [Spergel et &l.[(2003)). We also marginalise over the me-
dian redshift of the source galaxies, usingz,, = 1.0 £ 0.1 as
estimated in Sectidd 6.

The resulting constraints in thes — Q,, plane for both the
shear correlation function and shear power spectrum estimare
shown in FigurdI4. We find good agreement between the con-
straints obtained using the two different measures: forcthree-
lation function measurements, we find

08(Q2m /0.3)%%° = 0.68 & 0.12 (33)

while using the power spectrum analysis, we find a slightiyhbr
value of

08(Q2, /0.3)%%° = 0.72 £ 0.10. (34)

9 CONCLUSION

In this paper we have presented the detection of weak gtiavitd
lensing by large-scale structure in the GEMS survey, detratitsg
that our shear correlation signal is uncontaminated byifsignt
non-lensing shear distortions. GEMS, imaged by the ACS ofh, HS

I T I T I T I

1.5

Correlation functions

Figure 14. The likelihood surface o&s and (2, from GEMS as calcu-
lated using the shear correlation function (light cont@mjl using the shear
power spectrum (dark contours) where we plot theand 20 confidence
regions. Note the loweto confidence region determined from the correla-
tion function lies directly underneath that of the powercipen.

spanningr95 square arcmin, is the largest contiguous space-based
mosaic that has undergone a cosmic shear analysis to déténggh
enabled us to measure cosmic shear over a large dynamic sange
angular scales; from the small scalés=£ 0.65 arcmin) that are
difficult to probe with ground-based surveys, up to the lacmes
(6 = 21.0 arcmin) that were previously inaccessible to space-based
surveys. Our careful analysis, where we have consideredsfof
selection bias, centroid bias and calibration bias, genmshear
distortions and PSF contamination, has yielded an unblased-
surement of the shear correlation function uncontaminbyeabn-
lensing ‘B-mode’ distortions. This has allowed us to settjaion-
straints uncontaminated by major sources of systematireon
the matter density of the Universk,, and the normalisation of the
matter power spectrumis finding os = 0.73 4+ 0.13 for WMAP
constrained?,,, = 0.27 (Spergel et al. 2003). It is interesting to
note that the GEMS cosmological parameter constraints emg v
similar to those from the COMBO-17 survey (Brown etial. 2003;
Heymans et al. 2004), a deep multi-colour survey which spads
times the area of GEMS. This results from the higher number de
sity of resolved galaxies in space-based data and the héiteal-
to-noise measurements of galaxy shear which are achievathie
higher resolution data (Brown et al. in prep).

We have presented a thorough discussion on the anisotropic
ACS PSF that, for the first time with a space-based weak Ignsin

3 Our measurement is unbiased if we assume that the KSB+ matfiod
plied provides us with an unbiased estimate of galaxy skearich has
been shown to be true with ground-based cata (Erberi et &) 2DiGe equal
galaxy shear (on average) measured in our F606W and F85ChFsdg-
gests that the impact of strongly non-Gaussian space-tfaSég on the
KSB+ method is small supporting its use as an unbiased slstiarator
in this paper. This will be investigated further with shehspaced-based
image simulations in a forthcoming paper.



analysis, we have been able to characterise directly frontata
without having to assume long-term PSF stability. This agstion,

that is often applied to space-based analyses, has beed teisih

the GEMS data and shown to be true for the ACS only above the
~ 5% level. We have identified PSF temporal variation on the level
of a few percent finding consistent behaviour between th®EB5
imaging and F606W imaging, even though the F850LP PSF is quit
dramatically different from the F606W PSF. We have tested th
success of our PSF correction by measuring the star-gatasg-c
correlation and the B-type shear correlator which were fmtind

to be consistent with zero on angular scafes> 0.2 arcmin.
Our semi-time-dependent method for PSF modelling theeedolr
equately corrects for the varying PSF distortion when wesioar
weak lensing shear correlations as a function of relativ@xygoo-
sition averaged over the whole GEMS mosaic. When we measure
the shear power spectrum however, a statistic which is dgpen

on galaxy shear as a function of absolute galaxy positiorfinade

a significant detection of E-B cross-correlations mostyikeveal-

ing the impact of not producing a fully time-dependent P Sffen

tion model. Itis currently unclear where the variation ia BEMS

ACS PSF arises but its presence, also seen by Jeklet al. @0D4)
Rhodes et. al. (in prep), suggests that future HST cosmar she-
veys should be preferentially observed in sequence to nseithe
impact of PSF instabilities.

<yy>
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We have measured the commonly used top-hat shear varianceFigure 15. Comparison of the total shear correlation functibfryv]y as

statistic, performing an E/B mode decomposition. We findhisig
icant non-lensing B-mode distortions at angular scéles 1.5
arcmin in contrast to the E/B decomposition of the shearecorr
lation function where the B-modes were found to be consisten
with zero at angular scale® > 0.2 arcmin. This shows that
the top-hat shear variance statistic becomes contamihgtedry
small scale non-lensing distortions out to fairly high alagscales,
strongly biasing the final result. Note that this effect soedeen in
Van Waerbeke et al. (2004). The shear correlation functtssahot
suffer from this contamination as the very small scale ransing
correlations are removed from the analysis and it is theeetfois
statistic along with the shear power spectrum that we favour
cosmological parameter estimation. We urge future cosimaus
studies to perform E/B mode decompositions to test for mmsihg
distortions and employ statistical analyses other thare#sdy bi-
ased top-hat shear variance statistic.

9.1 Comparison with other cosmic shear surveys

FiguredIb anflC16 compare the GEMS results with the most up-
to-date results from other cosmic shear surveys that haeegl
constraints oms and(,,. The cosmic shear signal scales with the
depth of the survey and so we have introduced a median rédshif
scalind of the data points and errors to bring the different results i
line with a survey of median redshift,, = 1.0. For the shear cor-
relation function (FigurE5) we scale by,, as suggested by the
numerical simulations df Barber (2002) and for the top-tegas
variance (Figur§Z16) we scale by,;®® (Rhades et al. 2004). We

4 For the results fror_Chang efl al. (2D04) we scale assumingtaian
radio source redshift to bg,, = 2.0. For the results froro_Casertano et al.
(2003) we convert the measurement from the top-hat variamaguare
cells to the top-hat variance in circular cells usinglA,/7 scaling
(Bacon et &l._2000) and then scale the results using the meefishift de-
rived bylRefregier et all (2002) for the same data set. Foll#meis ef al.
(2003) results we scale by, = 0.6 (private communication) and for all
other results, we use the quoted median redshift.

measured from GEMS along with the most up-to-date sheaelation
measurements from the other groups indicated. Over-glatte theoreti-

cal ACDM models for az,, = 1 survey withog 0.7 (lower) and

og = 1.0 (upper). Note all data points and errors have been scaled to a
zm = 1 survey using &2, redshift scaling.
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Figure 16. Comparison of the top-hat shear variariégy?] as measured
from GEMS along with the most up-to-date top-hat shear magamea-
surements from the other groups indicated. We show only theoBe free
GEMS top-hat shear variance results with> 1 arcmin. Over-plotted are
theoretical AC DM models for az,, = 1 survey withog = 0.7 (lower)
andog = 1.0 (upper). Note all data points and errors have been scaled to a
zm = 1 survey using &85 redshift scaling.
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preferentially show the shear correlation function forveys that
have measured the top-hat shear variance in addition, doarto
concern with the use of the top-hat shear variance stati®donly
show the B-mode free GEMS top-hat shear variance results wit

0@ > 1.5 arcmin. These comparisons show broad agreement be-

tween the shear correlation measurements and a pooreragree
between the top-hat shear variance measurements. As skscins
Section[Z}, the top-hat shear variance appears to be easily
taminated at large scales by small scale systematic emaorsva
propose that this contamination, not always quantifiedt isast

a partial cause of the differing results. Other possikfitare po-
tential calibration biases arising from differences betwthe vari-
ous shear measurement methods (compare for example Erbkn et
2001 and Bacon et al. 2001), differences in the median ridfhi
termination and sampling variance.

The results shown in Figulel5 and Figliré 16 yield measure-

ments ofcs ranging fromos ~ 0.7 to os ~ 1.1 for a value of
Q. = 0.3. This can be compared with results from the WMAP
CMB experimentl(Spergel etlal. 2003) that fings = 0.9 4 0.1
from the WMAP data alone ands = 0.75 + 0.08 when the
WMAP data is combined with other data sets. Results from-clus
ter abundance measurements range fegm= 0.7 to os = 1.0
(seel Pierpaoli et al. 2003, who fimd = 0.77 £ 0.05, and refer-
ences therein). Our measurement is at the lower end of akthe
results which we may expect in light of the fact that the CDES i
a factor of two under-dense in massive galaxies (Wolf etG032.

If we assume that massive galaxies trace the underlyingrdatk
ter distribution, then we would expect a low measurementf
from this field when compared to the glohal value. Combining
GEMS data with other wide-field space-based mosaics, suttteas
COSMOS survey and the ACS pure parallel survey, will reduce
the effects of sampling variance in order to obtain a goonese

of the Universal value ofs from HST.
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